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QUESTION PAPER SPECIFIC INSTRUCTIONS

Please read each of the following instructions carefully before attempting questions :
There are EIGHT questions divided in Two Sections and printed both in HINDI and in ENGLISH.
Candidate has to attempt FIVE questions in all.

Question Nos. 1 and 5 are compulsory and out of the remaining, THREE are to be attempted choosing at
least ONE from each Section.

The number of marks carried by a question/part is indicated against it.

Answers must be written in the medium authorized in the Admission Certificate which must be stated clearly
on the cover of this Question-cum-Answer (QCA) Booklet in the space provided. No marks will be given
for answers written in a medium other than the authorized one.

Assume suitable data, if considered necessary, and indicate the same clearly.
Unless and otherwise indicated, symbols and notations carry their usual standard meaning:

Attempts of questions shall be counted in sequential order. Unless struck off, attempt of a question shall
be counted even if attemptedpartly. Anypage or portion ofthepage left blank in the Question-cum-Answer
Booklet must be clearly struck off.
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SECTION—A
Q. 1(a) MHT ft ft# ~“nr % n eft giftal apn(a>0,0<p< 111
NPTIT ft ft# CTT AT FfcT «fTRT orf)faifiT $ BT 11
H TreTT W ft ft# trfNT > k(> 1) ef%t |
(i) T TOt ft T>SATX * *R % N cffR t, eft A Nt %
3fe «B W Wftefl t ?

Q. 1(b)

Q. 1(o)

Let the probability that a family has exactly n children be a pn (a > 0,0 <p < I). Assume
that a child can be a boy or a girl with equal probability.

(i) Obtain the probability that a family has”exactly k (> 1) boys.

(i) Given that a family has at least one boy, what is the probability that there are two

or more children in that family ? 10
3 aft* MO  3d"nT 5o ft {X }*.i T
spgtm t ft

Xn=mn3, \ snftwr % -m
XT

L0} 1—L2 xnfirIT $ *m
n

ft # Xn->0I

Define convergence in distribution and in mean. Let {Xn}* 1be a sequence of independent

random variables such that

, 1
Xn = ™ with probability —
n

a0 with probability 1
n2
Show that Xn -> 0 in distribution. 10
[
A X] $tx x 2 (p) f or Tj~i t24 p % ferg “rfwr
Arr T, =X, +x270t T2- Xj. + SX]. ;

Define a sufficient statistic.

If X, and X2 are Bernoulli (p) random variables, examine the sufficiency of Tj and T2
for p where Tj - X, + X2and T2 = X, + 5X2. 10



Q. 1d) 'TFn % X,, X2i....., Xm3%k Yp Y2>....., Yn<PIO: N(3, a2 3fk N2, a§)t ~P==r

Q. 1(e)

Q. 2(a)

Q. 2(b)

Q. 2(c)

gfcTCsF t i (3%# leftr i a ftwu-fUirfi e, fArtksr 3rri?jw

2
Let Xj, ... Xmand Yj. Y2......... , Yn be independent random samples from N(3, a”) and
. 2
N(2, of) respectively. Find a confidence Interval for — at confidence level 1 a. 10
2
n Xj, X2, ....... . Xn  B(l, 0)% I e % fen? FTfa W % STYfcT
ura o Mrt ft:
Consider n observations Xj. X2......... , Xn from B(l, 0). Obtain the Bayes estimator for
0 under quadratic loss function when a conjugate prior is assumed for 0. 10
A % m tm f, "~ snwt
cTor <(G{fofT W | ? &R X, fem W WTF -(l;+e* +2e2it)

t1 N A.AT.quj. N
How can you find out the discontinuity points of distribution of a random variable if the
characteristic function () is given to you ? Hence find the c.d.f. of a randomvariable

X whose characteristic function is Z(i+e**+ 2e2it) - 20
[T fa Xn~TOT P(n0), n£ 1, 0>011 n PT
/
Xn
n 0<Yoly g9
VAU 10 y

Let Xn be a Poisson P(n0), n £ 1, 0 > O Use the Central Limit Theorem to find the
smallest n such that

X ke e
n 103 15
ft nfwmi $ XN 1,2, ...,10 * wthpt afrt
% 3P="nfa P{X=K}=0,k=12 3 4% far* P{X:k}:-8, k=567 8 9%
feftr 3fk P{X—lO}:8—t I 0,15 3TRN NifePTPT TOT ~Mfarr 3~ X 3TFM
N yRksf % 3TTaX ‘Y, N a i
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Q. 3(a)

Q. 3(b)

The distribution under the null hypothesis of X is uniform over 1, 2 ,...., 10 and vrA**
the alternative hypothesis, the distribution is given by P{X =k} =0, for k = 1, 2, 3, 4,

1
P{X=k}=- fork =56, 7, 8 9 and P{X—10} —— Obtain most powerful test of size

0.15 arid find its power, based on a sample of size one. If
3 pj, p2 p3(pr+ p2+.p3=i) $ #r nRMEIt
JTAKfr'tl H "n=n =- " AN yitefiR i M AT
o " 73 Y 3
t, ° Mftsrr A fcR 3TITO v fim fttfo | TieTT % n (Trials)
Arfoll

A trial can result,in one of three possible outcomes with probabilities p1? p2 and p3
_ _ L if'm . - t
(Pj 4 p2 + p3 = 1) respectively. Construct the Likelihood Ratio test of pl=p2=-

against the alternative that these probabilities are different from -. The test needs to be

constructed on the basis of n-trials. 20
3jryf A w<\ t ?
AXNT it, m

).

fx(x):o—e 0 , O<P<x<oo0, 0>0

alk 50 cffM

50 50

£ x.=8200 3fft X ?=20,00,000
i=l i=l

t, tft O aftr 3T W

How does one obtain moment estimators ? If X has the pdf

X <P
—e e , O<ps<x<oo, 0>0

and a sample of size 50 yields

50 50
V. Xj=8200 and » x?=20,00,000
-1 =| o'
find moment estimators of 0 and p. .15
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a9 =1 6 27, -co<x<
Q. 3(c) Ha&: x:-Vme , -CO<X<00
H,:f(x) =- e _M) -00<x<00
A N fCTr KiftoifH <fr n strtH ~ tiijl*o Stef $ stran:
TW | TISTH(X) X 11
Find a Most Powerful test for testing
1 -ix2
Hn:f(x)=-j= e 2 ,-co<x<|():(o
V2it
Versus
Hpf(x)="e - go<x< 00
on the basis of a random sample of size n. Here f(x) is the pdf of the random variable
X " VYoV 15
Q. 4@ W faF() [ g
0 Tjftx<I
l¢ 1) MNSx<2
2 4
F(x) =
7+ (x-2) Ao <x<3
8 8
1 *1ftx>3
Sa AT W %l FA fAr|3TF
3T F~ ftRatd 3T RRT Wit $ ftw A |

Let F(-) be the cumulative distribution function (cdf) given by

0 if x<l|

I+ £ —-12 ifl<x<?2
4
F(x) =

oo_L\] N

_(25_;;?)_ if2<x<3

1 if x£3

Find the set of discontinuity points of F and express F as a mixture of its discrete and

continuous parts. 20
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Q. 4(c)

C-AlI-0-TOOA

# #xX20 WOT, F3fk G tl MzN t mgfw=*

(Xj, X2, ....Xm) 3°C (yp Y2, ........ yn) fAT'AT A~ # HQ:F@M)- G@)rt ti ~ ~ Mrw

F(t) > G(t) ffcS $ feU ATFT-cVMT ASTT PTRfq
Arqi ttw F()*G(t) p t# %q *r$w  *ft#cr ~fcri fArnt

I

Suppose that X and Y have cdf F and G respectively. Given independent random samples
(X, X2, ..... xm) and (yv Y2, .....yn) from these distributions, construct ftfann-Whitney test
of HO : F(t) = G(t) for all t against the aitemative that F(t) > G(t) for at least one t. Also
indicate the test when the alternativeits ®(t)* G(t) for some t. State the test you would

use when m and n are large. 15
X b N # |HO:A=XQ H{:A=MOk>1%
~T&OT ¥*3 $ Il 3Tpft¥ Wgm (SPRT) ftw ~feT'l OC

ASN w rf W Arri

Consider observations from Poisson distribution with parameter X. Develop a Sequential
ProbabilityfetioTest (SPRT) to te3£%10:-X « 4 0 against Hj : X = kX0, k > !. Obtain OC
and ASN functions. 15

SECTION—B

NX iw 3fk s wife nw sn™- 3PTRw aii+et+ #1 'rfl+-mi

A random sample of size 4 ftom; a biyaiiate normal population provide” the following
statistics

where X is the sample mean and S is an unbiased estimator of the population dispersion
matrix.

Test the hypothesis HQ:ji=(5,5)" where ” is the population mean vector.

(FO6 ,,3=10.13, F062 2= 19.00, F06 3 , = 215.7) 10

®



Q. 5(b) TFIT X - (X, Xz ... XPrE(X) =0, V(X) =1 %  p3TTCtit HIjfoM* t1 X,

Q. 5(c)

Q. 5(d)

A x27~ 7~ 3ffme Mrihpsr o yrfa Pi2(3 ift ArfAr fa

2 =.(g9. )
P123..p) ogil a2
wf ajl- (i, 3T gcPFT 11

Let X = (X], Xz ..... Xp)1 be a p-dimensional random vector with E(X) = 0, V(X) - Z.

Define partial correlation coefficient pi2 s p) between Xj, X2. Show that

2 =
J2.(3—p) 0(?1 a)22
where a ¥is the (i, j)th element of S-1. 10
, W az sfk E(Y]))- Pj+ p3 E(Y2 =p, + p2 E(Y3) «p, + ps
#T Yp Y23ftr Y3 | WT rp % 3vHd-(VkU.
T ~7 fArgfiT fIWH. FCT 3ffc grf. TRIT W I

Consider three independent random variables Y{, Y2 and Ys having common variance a:
and E(Yt) - Pj + P3, E(Y2 = Pj + p2, E(Y3 =Pj + P3. Determine the condition of

estimability of the linear parametric function Tp. Obtain a solution of the normal equation

and the S.S. due to error. 10
T fa

o ™ * Rl

ran prop -
h h

A Vran A %rop WOT:'» ANfcfWT #T 3TTAIFA ftsrfoT $
ATTHAF $ 3FMcT 3n~?2f TSI % WOT f | 3FS A 3PN wivm
3pf ftefx*i f |
Show that

VvV o=V I\I1YhY2~£N N h

where Vran and Vprop are respectively the variances of the estimated means under simple
random sampling and stratified random sampling with proportional allocation. All other
notations have their usual interpretations. 10
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Q. 5(e)

Q. 6(a)

Q. 6(b)

iy fq 4 @3 JTOffXT A ~T*T)  33-Mf*r ~

*qm) T

Describe the layout of a 33 experiment in 4 replicates (with 3 blocks per replicate) using

complete confounding. 10

SKTcM fitfar WrzH PIf*\d 3rfAvVmT

% feR, Mr"\RT-"nrffe A WRAMW-emWT £ETO W cjfg-'i
IT R, 3PTf"m 3n"eT" I

For an arbitrary fixed effective size sampling design with positive second order inclusion
probabilities, derive the Yates-Grundy form of the variance of the Horvitz-Thompson
estimator ofa finite population total and hence obtain the Yates-Grundy unbiased estimator

of this variance. ' 20
w X « (X,, Xz, X3 tiftt 3nMvm> w r (3n.7.):

Mx (t) =exp t- 4 +2t3+t1f14_r6-+2t\?3 o 1

t =(tirt2,t3)r eft
M x wwt sn™ “hc LoD
(i) CW WK W ATtT, P(2Xj - 3X2+ X3>C) =091
(iii) Xj T, AT TO t fa X2=x23T X3- x3 A 7™M I
(™ 3TFmwr Ft eft 3m P(x> 1.645) = 0.05 3*c P(x > 1.96) - OOy TFT WRTTT
wy 2 t)m

Let X - (Xj, X2, X3' have the joint moment generating function (mgf)

Mx (1) =exp -3 PH2HPHM22- -1t

where V* Nen:

(i) Obtain the covariance matrix and the mean vector of X.
(i) Find a constant C such that P(2Xj - 3X2 + X3> C) = 0.95.
(iii) Derive the conditional distribution of Xr given X2 = x2and X3* x3.

(If necessary, you can use P(t > 1.645) = 0.05 and P(x > 1.96) =0.01where X is a
standardInormal variate) 15
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Q. 6(c)

5

Q. 7(a).

Q. 7(c)

TO-Wfe M (Y,Xp,a2l) $ SFRRE tfY E(t'Y) A AfcR-tfe¥-3prf$HcT

(BLUE) 9%TcT aft* <Rt A YN 3THPTCT StifeT™ t
t |

For the Gauss Markov Model (Y, Xp,0 1), the estimator t'Y is the best linear unbiased

estimator (BLUE) for E(t'Y) iff t'Y is uncorrelated with all unbiased estimators of

ZEero. 15

tigfchiT {k"f Rfhw "HT I 3RT:-A NI
WI?|

Define a balanced incomplete block design (BIBD). Carry out its intrablock analysis.
20

oW B
O = B

311
Suppose a random vector X has the covariance matrix 1= 1 3 1 . Find the principal
11

5

components of X and obtain the proportion of the total variance accounted for by the

first two principal components. , : 15
BTORW MMfecf yj = PO+ PjX+.ci#i =1, 2, ... , n. fa » XYW

AN ferr (Smig. Y =u+iv,uv% f¥A/r % teR), N yi-y 0+ yll +
ynrfrfarr 11 3tten NeFY t % art if)

Consider the simple linear regression model yj = po+ pjXj + elyi - 1, 2,......., n. Show

that if the XS* are equally spaced (i.e. x{= u + iv for fixed values of u and v), then

Yi = YO+ Yji + § is an equivalent reparametrization (in the sense that both the design

matrices have the same column space). 15
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Q. 8(a) €ITST li afrt 3TAF | ~ET p3TTWRt WRTA 0 A

|
gtof Xxpx2,..xn | TOU "TAPT HO:2 = Qlp % WTYOT % frk? YT 3TIW

TfArr (LRT) Mt f¥rW ~Arrr 11 nafk a2$ w A (MLE)  Pmfeii» i
-210gcA% feR c?”~fp,n, x ~ vfetft W T 3fT"* S% Stwrf ~ ~ 3, ferf?; |

Consider a random sample Xj,x2,....xn from a p-dimensional normal population with

mean vector fi and dispersion matrix £. The purpose of the problem is to construct the

likelihood ratio test (LRT) for testing MQ: | = a2lp. Find the maximum likelihood
estimate (MLE) of fi and a2 Write down the expression for -21ogeAin terms of p, n, X

and the elements of the sample covariance matrix S. 20
Q. 8(b) AWTUT  m | ? N OAWSIT %
WTTjt ifff RadTt ? NJfF T&m’ W I |

What is meaiit by confounding in a factorial experiment ? Why is confounding used even
at the cost of loss of information on the confounded effects ? Explain the terms ~complete

Confounding’ and ‘partial confounding’. 15
Q. 8(c) % nA# (oA A7
W t aftt Tjufc M AN 11 Y} N N ogre™
3lk WTFAT 3TR>" % WAT % (cR, N 3RT:NMf W FMT
% K grg®

A simple random sample of ri clusters, each containing M elements, is drawn from the
N clusters; of the population and the clusters sampled are enumerated completely. Suggest
an unbiased estimator of the population mean per element and derive the expression for
the vilriance of the proposed estimator in terms of the population intraclass correlation
coefficient. 15
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